
Translation and Target-language 
Norms

Daniel HENKEL
TransCrit EA1569

Neural Machine Translation Workshop
Paris 8-Paris Diderot, 15/03/19



15/03/2019 D. HENKEL Univ. Paris 8 EA1569 2

Outline
● 1. Introduction

– Machine Translation & training corpora
– The problems with bilingual corpora

● Translationese (a.k.a. “third code”)
● Interference (a.k.a. “shining through”)

● 2. Methods

– Corpus “Henkel 108” (4 × 27 authors/translators)
– Quantitative/statistical methods

● 3. Results & Analysis

– Grammatical indicator: En. Would, Could, Should vs. Fr. Conditional (il 
viendrait)

– Lexical indicator: Verbs of perception (En. Hear vs. Fr. Entendre)
● 4. Conclusions

● 5. Références



15/03/2019 D. HENKEL Univ. Paris 8 EA1569 3

1. Introduction

● Machine translation (including NMT) relies on parallel corpora :
– From a probabilistic perspective, translation is equivalent to finding a target 

sentence y that maximizes the conditional probability of y given a source 
sentence x, i.e., arg maxy p(y | x). In neural machine translation, we fit a 
parameterized model to maximize the conditional probability of sentence 
pairs using a parallel training corpus. (Bahdanau, Cho, & Bengio, 2014)

– Neural machine translation has recently achieved impressive results (…), while 
learning from raw, sentence-aligned parallel text and using little in the way 
of external linguistic information (Sennrich & Haddow, 2016)

– Recent years have shown a rapid shift from phrase-based (PBMT) to neural 
machine translation (NMT) (…) as the most common machine translation 
paradigm. With large quantities of parallel data, NMT outperforms PBMT for 
an increasing number of language pairs (Van der Wees, Bisazza & Monz, 2017)
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1. Introduction

● The problem with parallel corpora:
– Target-text is not French but French-translated-from-English (FtrE), i.e. 

translationese
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1. Introduction

● The problem with parallel corpora:

– Parallel corpora …

● are not comparable samples of English and French

● consist of:

– English + French-translated-from-English (Fr. Translationese)

or
– French + English-translated-from-French (En.Translationese)

– As a result, MT systems learn to imitate and produce Translationese
● (cf. Loock, 2019)
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1. Introduction

● The problem with parallel corpora:

– Two ways in which target-texts are different from target-language norms

● 1) Translationese, a.k.a. Third code
– “Inappropriate SL metaphors and syntax, unnatural word order and 

a high concentration of unnatural-sounding terminology are the sort 
of features which are typical of translationese.” (Shuttleworth, 2014)

– “It is common, when reading translations, to feel that they are written in 
their own peculiar style. Translation scholars even speak of the 
language of translation as a separate ‘dialect’ within a language, 
which they call third code or translationese” (Korzen & Gylling, 2017)
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1. Introduction

● The problem with parallel corpora:

– Two ways in which target-texts are different from target-language norms

● 2) Interference / Shining-through
– We identify “genuine” shining through of properties of the source 

language into translations as a general tendency of translators to 
introduce feature patterns that are typical of the source language 
into the target texts, quantified in terms of the relative frequencies of 
comparable lexico-grammatical features. (Evert & Neumann, 2017)

– “On a more general level, Hansen-Schirra and Steiner (2012: 272) 
describe the relationship between different types of translation-related 
behavior towards source and target language norms (…) as a 
continuum ranging from shining through, i.e. orientation towards 
source language norms, to normalization, orientation towards target 
language norms. (Ibid.)
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1. Introduction
● Terminology

– Different classes of English/French
● En0 = English ex nihilo (“original English”, no prior influence)
● Fr0 = French ex nihilo (“original French”, no prior influence)

≠
● EtrF = English-translated-from-French
● FtrE = French-translated-from-English

– Two types of inadequacies
● Translationese/'third code' = indirect interference
● Interference/'shining-through' = direct interference

– Two types of bilingual corpora: Comparable vs. Parallel (cf. McEnery & 
Xiao, 2007)

● Comparable corpora
– ex nihilo texts sharing common characteristics (same period, same 

discourse type, same size etc.)
● Parallel corpora

– source-texts (original) + target-texts (translations)
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1. Introduction

● Objectives (3 questions):

– 1. Do target-texts (i.e. translations) have the same characteristics as the  
natural (ex nihilo) target-language?

● How can this be demonstrated quantitatively?

– 2. Can inter-linguistic influences/interferences be demonstrated between 
source- and target-texts?

● Can they be measured?

– 3. Do we evaluate translation “quality” in terms of:
● bare semantic equivalence?
● similarity to human translation? (BLEU score)
● conformity to the norms of the target-language?
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Methods
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2. Methods

● Corpus design

– Public domain original works+translations available in electronic format 
(.txt, .epub, .html)

– Inclusion criteria:

● Publication after 1850
● Narrative prose
● 1 work per author/translator

– When several works+translations available
● Newer is better
● Bigger is better

– In total: 4 × 2.8m words = 10+ million words

● 27 authors in En0 (1868-1928, median 1901)
● +27 translators into FtrE
● 27 authors in Fr0 (1869-1921, median 1901)
● +27 translators into EtrF
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2. Methods

● Corpus design

– Public domain original works+translations available in electronic format:
● Bellamy, E. Looking Back (1888), 78414 words
● Benson, R. Lord of the World (1907), 101303 words
● Buchan, J. Greenmantle (1916), 100621 words
● Burnett, F.H. The Secret Garden (1911), 83065 words
● Collins, W. The Moonstone (1868), 199978 words
● Conan Doyle, A. The Lost World (1912), 77152 words
● Cox, E. Out of the Silence (1925), 114354 words
● Eliot, G. Middlemarch (1871), 164459 words
● Fitzgerald, F.S. Great Gatsby (1925), 50091 words
● Hardy, T. Tess of d'Ubervilles (1891), 153078 words
● Hope, A. Rupert of Hentzau (1898), 85029 words
● James, H. Washington Square (1881), 65220 words
● Joyce, J. Dubliners (1914), 69204 words
● Kipling, R. Kim (1901), 108400 words
● Lewis, S. Free Air (1919), 83803 words
● London, J. Martin Eden (1909), 142463 words
● Mansfield, K. The Garden Party (1922), 59773 words
● Morrow, W. The Ape, the Idiot and Other People (1897), 57062 words
● Reid, M. The Finger of Fate (1872), 94265 words
● Stevenson, R.L. Kidnapped+David Balfour (1889), 186177 words
● Stoker, B. Dracula (1897), 163104 words
● Twain, M. The Prince and Pauper (1881), 70647 words
● Wallace, E. Green Archer (1923), 122339 words
● Wallace, L. Ben Hur (1880), 201313 words
● Wells, H.G. The War in the Air (1908), 99499 words
● Wilde, O. The Portrait of Dorian Gray (1890), 80410 words
● Woolf, V. Orlando (1928), 80310 words
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2. Methods

● Corpus design

– Public domain original works+translations available in electronic format:
● Audoux, M. Marie Claire (1910), 38233 words
● Barbusse, H. Le Feu (1916), 119442 words
● Bazin, R. Les Oberlé (1901), 78366 words
● Benoît, P. L'Atlantide (1919), 67638 words
● Bourget, P. La Duchesse Bleue (1898), 89231 words
● Daudet, A. L'Immortel (1888), 65954 words
● Flaubert, G. L'Éducation sentimentale (1869), 149768 words
● France, A. Les dieux ont soif (1912), 71967 words
● Gaboriau, E. L'argent des autres (1874), 173224 words
● Gourmont, R. Sixtine (1890), 72967 words
● Gyp Bijou (1896), 58636 words
● Hémon, L. Maria Chapdelaine (1913), 49352 words
● Hugo, V. Quatrevingt-treize (1874), 122395 words
● Huysmans, J.K. La Cathédrale (1898), 132784 words
● Leblanc, M. Les Dents du Tigre (1921), 130095 words
● Leroux, G. Rouilletable chez le Tsar (1913), 102905 words
● Loti, P. Les Derniers Jours de Pékin (1902), 72326 words
● Louÿs, P. Aphrodite (1896), 55481 words
● Malot, H. Conscience (1888), 105655 words
● Massenet, J. Mes Souvenirs (1912), 76634 words
● Mirbeau, O. Le journal d'une femme de chambre (1915), 116755 words
● Proust, M. Du côté de chez Swann (1913), 181464 words
● Rolland, R. Jean-Christophe 1-4 (1905), 239132 words
● Souvestre, P. Fantômas (1911), 91924 words
● Vandérem, F. Les deux rives de la Seine (1897), 93832 words
● Verne, J. L'île mystérieuse (1874), 209872 words
● Zola, E. Les trois villes Paris (1898), 192462 words
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2. Methods

● 3 comparisons possible:

– between En0 and Fr0, to obtain benchmark data for each language
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2. Methods

● 3 comparisons possible:

– between En0 and Fr0, to obtain benchmark data for each language

– between EtrF and En0, to ascertain whether the distribution of the 
conditional perfect in EtrF is similar to En0, and likewise for FtrE/Fr0
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2. Methods

● 3 comparisons possible:

– between En0 and Fr0, to obtain benchmark data for each language

– between EtrF and En0, to ascertain whether the distribution of the 
conditional perfect in EtrF is similar to En0, and likewise for FtrE/Fr0

– between source- and target-texts, to detect inter-linguistic 
influences/interference
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2. Methods

● Corpus preparation & Data collection

– Texts cleaned, punctuation homogenized, encoded in UTF-8 etc.

– Tagged for POS and Lemma with TreeTagger:

● The/DT/the sun/NN/sun was/VBD/be not/RB/not yet/RB/yet risen/VVN/rise ,/,/, and/CC/and 
the/DT/the whole/NN/whole of/IN/of Crescent/NP/Crescent Bay/NP/Bay was/VBD/be 
hidden/VVN/hide under/IN/under a/DT/a white/JJ/white sea-mist/NN/sea-mist ./SENT/.

– Queries targeting

● Syntactic indicators, e.g.:
– Would, Could, Should vs. Conditional, etc.

● Lexical indicators, e.g.:
– Hear (En) / Entendre (Fr)

– All data converted to frequencies per 1000 words (f/1k)

– Statistical analyses performed in R
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Results & Analysis
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3. Results & Analysis

1st indicator: Would, Could vs. Fr. Conditional



15/03/2019 D. HENKEL Univ. Paris 8 EA1569 20

3. Results & Analysis

● Frequency of En. Would, Could, etc. Fr. Conditional:
– En0

● Total n=17754 (frequency = 8.32/1k words)
– max. Eliot 12.24/1k
– median Woolf 8.14/1k
– min. London 5.67/1k

– EtrF
● Total n=14946 (frequency = 6.32/1k words)

– max. Tr.Proust 13.77/1k
– median Tr.Bazin 5.71/1k
– min. Tr.Loti 1.88/1k

– FtrE
● Total n=10746 (frequency = 4.85/1k words)

– max. Tr.Cox 7.17/1k
– median Tr.Stoker 4.92/1k
– min. Tr.Woolf 2.63/1k

– Fr0
● Total n=7116 (frequency = 3.15/1k words)

– max. Proust 5.6/1k
– median Mirbeau 2.96/1k
– min. Loti 1.82/1k
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3. Results & Analysis

1st indicator: Would, Could vs. Fr. Conditional

Question 1:

Does En0 exert an influence on FtrE?

Does Fr0 exert an influence on EtrF?
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3. Results & Analysis

● Interpreting scatterplots:

*adapted from: https://financetrain.com/statistical-foundations-understanding-correlations/
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3. Results & Analysis



15/03/2019 D. HENKEL Univ. Paris 8 EA1569 24

3. Results & Analysis
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3. Results & Analysis

● In summary

– Would exerts an influence on translators into FtrE

– Fr. Conditional exerts an influence on translators into EtrF



15/03/2019 D. HENKEL Univ. Paris 8 EA1569 26

3. Results & Analysis

– But, isn't it normal for translators to follow/imitate the source-
text?

– What does it mean to “follow” the source text? at what level? 
(semantic? syntactic? stylistic? …)

● If the source-text follows the stylistic norms of the source-
language …

● i.e. the intentio auctoris (or intentio operis) is not to create 
an effect of strangeness, surprise …

● Then shouldn't the target-text also follow the norms of the 
target-language?

– But do translations follow target-language norms?
– And how do we define “norms”?
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3. Results & Analysis

● Frequency

– What can frequencies show us?

● For example,
– Would, Could, etc. average frequency = 8.14/1k words

– Conditionnel average frequency = 2.96/1k words

● The frequency of a word, expression, structure varies considerably, 
depending on:

– person (style)
– context (subject, register)
– discourse type
– etc.

● BUT …
– we inherit a language from our ancestors and use it with our peers
– we can innovate … to a certain extent
– we make linguistic choices … from what's available
– our individual choices tend to gravitate around a common center



15/03/2019 D. HENKEL Univ. Paris 8 EA1569 28

3. Results & Analysis

1st indicator: Would, Could vs. Fr. Conditional

Question 2:

Does EtrF have the same characteristics as En0?

Does FtrE have the same characteristics as Fr0?
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3. Results & Analysis
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3. Results & Analysis

● Wilcoxon-Mann-Whitney test

– A “contest” between Group A vs. Group B

● Out of all possible combinations, how many times does a member of 
Group A beat a member of Group B (and vice versa)?

● How likely is such an outcome, by chance, if the two groups were 
equal?

– H
0
 = Sample A and Sample B come from populations with equal 

distributions (or from the same population)

– Answers questions like:

● Do men tend to be taller than women?
● Are Boeing 737s more reliable than Airbus A320s?
● Is Drug X more effective than a placebo?

● Do Translators use Would/Conditional more (or less) than Authors?
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3. Results & Analysis

– Is FtrE significantly different from Fr0? YES (U=340, p<0.001)

– Is EtrF significantly different from En0? YES (U=95, p=0.004)
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3. Results & Analysis

2nd indicator: En. Hear vs. Fr. Entendre

Question 1:

Does En0 exert an influence on FtrE?

Does Fr0 exert an influence on EtrF?
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3. Results & Analysis
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3. Results & Analysis
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3. Results & Analysis

● In summary

– Hear exerts an influence on translators into FtrE

– Entendre exerts an influence on translators into EtrF
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3. Results & Analysis

2nd indicator: En. Hear vs. Fr. Entendre

Question 2:

Does EtrF have the same characteristics as En0?

Does FtrE have the same characteristics as Fr0?
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3. Results & Analysis
● HEAR & ENTENDRE

–

–

–

–

–

–

–

–

–

–

–

–

–

–

–

– Is EtrF a distinct sub-species from En0? U=251, p=0.05, Yes(?)
– Is FtrE a distinct sub-species from Fr0? U=519.5, p<0.01, YES



15/03/2019 D. HENKEL Univ. Paris 8 EA1569 38

3. Results & Analysis

● En. Hear vs. Fr. Entendre = Shining-through

– Translators tend to …
● neglect 'Hear' in En.
● overuse 'Entendre' in Fr.

– When?  What contextual factors come into play?
● perfect aspect: Have+Heard, Avoir+Entendu

– +1st person: “I have heard”

● passive voice: Be+Heard, Être+Entendu
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3. Results & Analysis
● HAVE+HEARD & AVOIR+ENTENDU

– Is EtrF a distinct sub-species from En0? U=183, p=0.002, YES
– Is FtrE a distinct sub-species from Fr0? U=582, p<0.001, YES
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3. Results & Analysis
● HAVE+HEARD (En0)

– Most frequent n-gram of “hear” in En0: “I have hear”

● recurs in 25/27 authors (92.5%), 151 occurrences
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3. Results & Analysis
● HAVE+HEARD (EtrF)

– n-gram “I have hear” in EtrF

● recurs in 14/27 authors (52% vs. 92.5%), 40 occurrences (vs. 151)
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3. Results & Analysis
● BE+HEARD & ÊTRE+ENTENDU

– Is EtrF a distinct sub-species from En0? U=497.5, p=0.02, Yes
– Is FtrE a distinct sub-species from Fr0? U=342.5, p=0.71, NO
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3. Results & Analysis

● BE+HEARD En0 authors

– sequence “voice+be+heard” in En0: 2 authors/27, 2 occurrences
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3. Results & Analysis

● BE+HEARD EtrF translators

– sequence “voice+be+heard” in EtrF: 17 authors/27 (63%), 28 
occurrences
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3. Results & Analysis

Why do EtrF. translators overuse “Be+Heard”?
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3. Results & Analysis

● Entendre+Voix in Fr0 authors
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3. Results & Analysis

● Entendre+Voix in FtrE translators
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So how do En. authors/translators describe the 
perception of a person's voice?



15/03/2019 D. HENKEL Univ. Paris 8 EA1569 49

3. Results & Analysis

● How do En. authors describe the perception of a “voice”?
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3. Results & Analysis

● And En. translators?
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And how do Google and DeepL translate the sequence 
“On+entendre+voix”?
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Le café était servi dans le petit salon 
bleu et argent, où fleurissait une 
admirable corbeille de roses jaunes, 
cette passion que la baronne avait 
pour les fleurs, et qui changeait l'hôtel 
en un continuel printemps. Tout de 
suite, leurs tasses fumantes à la main, 
Duvillard emmena Fonsègue dans son 
cabinet, pour fumer un cigare, en 
causant librement ; et, d'ailleurs, la 
porte resta grande ouverte, on 
entendait leurs grosses voix 
confuses. Le général de Bozonnet, 
ravi d'avoir trouvé en madame 
Fonsègue une personne sérieuse et 
résignée, écoutant sans jamais 
interrompre, lui racontait la très longue 
histoire de la femme d'un officier qui 
avait suivi son mari dans toutes les 
batailles, en 1870. Hyacinthe ne 
prenait pas de café, qu' il appelait avec 
mépris un breuvage de concierge. 
(E. Zola)

Coffee was served in the small blue 
and silver lounge, where an admirable 
basket of yellow roses blossomed, that 
passion the baroness had for flowers, 
and which changed the hotel into a 
continuous spring. Immediately, with 
their steaming cups in hand, Duvillard 
took Fonsègue to his office to smoke a 
cigar, chatting freely; and, moreover, 
the door remained wide open, their 
big confused voices were heard. 
General de Bozonnet, delighted to 
have found in Madame Fonsègue a 
serious and resigned person, listening 
without ever interrupting, told her the 
very long story of the wife of an officer 
who had followed her husband in all 
battles in 1870. Hyacinth did not take 
coffee, which he contemptuously 
called a janitor's drink.

(DeepL)
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Le café était servi dans le petit salon 
bleu et argent, où fleurissait une 
admirable corbeille de roses jaunes, 
cette passion que la baronne avait 
pour les fleurs, et qui changeait l'hôtel 
en un continuel printemps. Tout de 
suite, leurs tasses fumantes à la main, 
Duvillard emmena Fonsègue dans son 
cabinet, pour fumer un cigare, en 
causant librement ; et, d'ailleurs, la 
porte resta grande ouverte, on 
entendait leurs grosses voix 
confuses. Le général de Bozonnet, 
ravi d'avoir trouvé en madame 
Fonsègue une personne sérieuse et 
résignée, écoutant sans jamais 
interrompre, lui racontait la très longue 
histoire de la femme d'un officier qui 
avait suivi son mari dans toutes les 
batailles, en 1870. Hyacinthe ne 
prenait pas de café, qu' il appelait avec 
mépris un breuvage de concierge. 
(E. Zola)

The coffee was served in the little blue-
and-silver room, where an admirable 
basket of yellow roses was blooming, 
that passion which the baroness had 
for the flowers, and which changed the 
hotel into a continual spring. 
Immediately, with their steaming cups 
in their hands, Duvillard took Fonsegue 
to his cabinet to smoke a cigar, talking 
freely; and besides, the door was wide 
open, and their thick, confused 
voices were heard. General de 
Bozonnet, delighted to have found in 
Madame Fonsegue a serious and 
resigned person, listening without ever 
interrupting, told him the very long 
story of the wife of an officer who had 
followed her husband in all battles, in 
1870. Hyacinthe did not take coffee, 
which he scornfully called a 
concierge's drink.

(Google)
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Conclusions

● 1. NMT systems trained on parallel corpora learn to

– imitate translators

– produce Translationese

● 2. Target-texts, on the whole, do not conform to target-language norms

– grammatical norms (e.g. Would, Conditional)

– lexical norms (e.g. Hear, Entendre)

– grammatical+lexical = stylistic

● 3. EtrF and FtrE are distinct sub-species or hybrids due to

– compensation strategies (= Frawley's “third code”, Baker's “universals”)

– interference/shining-through

● 4. To improve translation quality (human or MT)

– linguists have to identify disparities in Translationese

– translators need to draw inspiration from original, ex nihilo texts

● 5. As long as MT learns from human translators, human translators will 
continue to define the upper limit (≠ Chess, Go, finite number of rules)
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Thank you!

https://www.researchgate.net/profile/Daniel_Henkel4
https://univ-paris8.academia.edu/DanielHENKEL


